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Abstract

We study the continuous principal series representations of split connected reductive p-
adic groups over p-adic fields. We show that such representations are irreducible when
the inducing character lies in a certain cone. This is consistent with a conjecture of
Schneider regarding reducibility in the semisimple case.

1. Introduction

The theory of p-adic Banach space representations of p-adic groups was developed by Schneider
and Teitelbaum in [ScT02]. These representations play a fundamental role in the p-adic Lang-
lands program [BBr10],[Col10]. Important examples of p-adic Banach space representations are
continuous principal series. In [Sch06], Schneider formulated a conjecture about the irreducibility
of principal series representations. In this paper, we confirm the validity of the conjecture for
certain characters. These characters form a “cone” in the group of characters, as we will explain
below.

Let Qp ⊆ L ⊆ K be a sequence of finite extensions. Let G be a split and connected reductive
algebraic Z-group, and G = G(L). We fix a maximal split torus T in G and a minimal parabolic
subgroup P containing T. Set T = T(L) and P = P(L).

Let χ : T → K× be a continuous character. Let

IndGP (χ−1) = {f : G→ K continuous | f(gp) = χ(p)f(g) ∀p ∈ P, g ∈ G},

where G acts on the left by g · f(h) = f(g−1h).

Let X(T) be the lattice of rational characters of T. We select a basis λ1, . . . , λr for X(T)
consisting of dominant elements. If η : L× → K× is a continuous character, then there exists an
integer e(η) such that ordK ◦ η = e(η) · ordL (see Definition 14). Our main result is the following
theorem.

Theorem 1. Let χ1, . . . , χr : L× → K× be continuous characters such that e(χi) < 0 for
1 6 i 6 r. Define χ : T → K× by χ(t) =

∏r
i=1 χi(t

λi). Then IndGP χ
−1 is topologically irreducible

(that is, it has no proper nontrivial closed invariant subspaces).

To explain how this theorem relates to Conjecture 2.5 of [Sch06], assume that G is semisimple
and simply connected. Then we can take λ1, . . . , λr to be the fundamental weights. Let δ =∑r

i=1 λi. The character χ : T → K× is called anti-dominant if χδ ◦ α∨ 6= ( )m for any integer
m > 1 and any positive root α. In [Sch06], Schneider conjectures that the G-representation
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IndGP (χ−1) is topologically irreducible if χ is anti-dominant. The conjecture is known to be true
for G = GL2(Qp).

Theorem 1 proves irreducibility for the characters χ belonging to the cone {χ(t) =
∏r
i=1 χi(t

λi) |
e(χi) < 0 for 1 6 i 6 r}. These characters are anti-dominant. However, the set of anti-dominat
elements is much larger than the cone. Still, the value of Theorem 1 is in its generality: L is any
finite extension of Qp and G is a split connected reductive L-group.

The proof of the main theorem relies on the duality theory developed by Schneider and
Teitelbaum in [ScT02]. Let oL denote the ring of integers of L. Set G0 = G(oL), P0 = P(oL) and
T0 = T(oL). Denote by χ0 the restriction of χ to T0. Let K[[G0]] be the completed group algebra
defined in section 6.2. The dual of IndG0

P0
(χ−1

0 ) is K[[G0]] ⊗K[[P0]] K
(χ0). Then the isomorphism

IndGP (χ−1) ∼= IndG0
P0

(χ−1
0 ) induces a G-module structure on M (χ) = K[[G0]] ⊗K[[P0]] K

(χ0). For

χ as in Theorem 1, we prove that M (χ) is a simple module over the ring K[G] ⊗K[G0] K[[G0]]
(Theorem 17).

We briefly describe the content of the paper. In section 2, we introduce notation. In section
3 we recall some results that we need from the theory of algebraic representations. These results
are used in section 4 to construct a convenient, explicit, model for the space G/P. The main
technical result of the paper concerns the action of T on this model, and is proved in section
5. In section 6 we recall some facts about principal series representations and their duals, and
deduce information about the action of T on these vector spaces from the main technical result
concerning its action on G/P. Finally, in section 7, we prove the main theorem.

Our group G will be a split connected reductive L-group. The group G is determined (up
to an L-isomorphism) by its root datum ([Spr98], Theorem 16.3.2). Since we also need the
corresponding group of oL-points, we use the existence of the split reductive Z-group with the
same root datum ([SGA3], XXV.1.2).

The authors wish to thank Peter Schneider for pointing out an error in an earlier version of
this paper.

2. Notation

Let L be a finite extension of Qp, oL its ring of integers, and pL the unique maximal ideal of
oL. We denote the discrete valuation of L by ordL. Let K be a finite extension of L and define
oK , pK and ordK analogously.

We work with algebraic Z-groups as defined in [Jan03]. We denote such an algebraic group
by a boldface letter, such as H. Then H = H(L) is the L-points, while H0 := H(oL) is the
oL-points. For each integer n, there is a canonical projection H0 → H(oL/p

n
L). We denote the

kernel by Hn.

Let G be a split and connected reductive algebraic Z-group. We fix a split maximal torus T
and T-stable maximal unipotent subgroup U. We let P = TU be the corresponding minimal
parabolic subgroup. Also, let U− denote the opposite minimal parabolic subgroup.

For each root α of T in G we write Uα for the corresponding root subgroup. We let W denote
the Weyl group of G which we realize as a quotient of the normalizer NG(T) of T in G. We
fix a set Ẇ of representatives for W in G0, but do not assume that they form a subgroup. We
write X(T) for the lattice of rational characters of T. We define a partial order on it by declaring
that λ > µ if λ− µ is a sum of positive roots. The group action of NG(T) on T by conjugation
induce actions of W on T and X(T). An element of X(T) is said to be dominant if it is maximal
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in its W -orbit, with respect to the above partial ordering. An equivalent condition is that λ is
dominant if 〈λ, α∨〉 is positive for each simple root α. This extends the definition of “dominant”
to the real vector space X(T)⊗Z R.

Lemma 2. The lattice X(T) has a Z-basis which consists of dominant elements.

Proof. Write D for the set of dominant elements in X(T)⊗Z R. Then

(i) D is open,

(ii) aD = D for any positive real number a, and

(iii) D is convex.

Any subset of X(T)⊗ZR with the first two properties has the additional property that D∩X(T)
contains a basis for X(T) ⊗Z R. Fix some such basis λ := λ1, . . . , λr and let P(λ) denote the
fundamental parallelepiped {t1λ1 + · · · + trλr : t1, . . . , tr ∈ [0, 1)}. If P(λ) ∩X(T) = {0}, then
λ is a Z=basis for X(T). If not, then we may replace one of the elements of λ with a nontrivial
element of P(λ)∩X(T) to obtain a new basis of X(T)⊗ZR with a properly smaller fundamental
parallelepiped. As D is convex, the new basis is still contained in D ∩X(T). Thus if λ is chosen
with P(λ) minimal, then λ is a Z-basis for X(T) contained in D.

3. Some results from the theory of algebraic representations

Theorem 3. Let λ ∈ X(T) be dominant. Then

(i) There is an irreducible finite dimensional algebraic representation V (λ) of G such that
V (λ)U is a one-dimensional space on which T acts by λ. It is unique up to isomorphism.

(ii) If α is a positive root, then U−α acts trivially on V (λ)U if and only if 〈α∨, λ〉 = 0.

(iii) The representation V (λ) has a basis B consisting of weight vectors such that

(a) the oL-span of B is preserved by the action of G0

(b) if v is a weight vector on which T acts by λ and u ∈ Uα(oL) then u.v− v is in the span
of

{b ∈ B : T acts on b by λ+ nα, some positive integer n}.
(c) if v is in the oL span of B and u ∈ Uα(pL) then u.v − v is in the pL-span of B.

Proof. (1) follows from [Jan03], proposition 2.4.

Now fix λ and for the remainder of the proof denote V (λ) more briefly by V. Then (2)
follows from the representation theory of sl2. Indeed, if v ∈ V then v generates an irreducible
representation of the copy of sl2 generated by the root subgroups attached to ±α. If v ∈ V U

then it is also a highest weight vector in this sl2-module, and the highest weight is 〈λ, α∨〉. The
module is one dimensional if and only if its highest weight is 0. Thus, v is annihilated by the Lie
algebra of U−α if and only if 〈λ, α∨〉 = 0. And this is equivalent to being fixed by U−α itself.

(3) Let g = Lie(G). Denote by U the universal enveloping algebra of g and UZ its Kostant
Z-form. Let V be the simple G-module of highest weight λ, with a highest weight vector v+.
Define

VZ = UZv+, V0 = VZ ⊗Z oL.

Then V0 is a G0-invariant lattice in V . (Indeed, it’s clear that VZ is fixed by UZ and follows that
it is fixed by Uα(Z) for each root α. The group T0 acts on both UZ and v+ by elements of o×L ,
and therefore preserves V0. Taken together, these subgroups generate G0.)
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The T0-module V0 decomposes into a direct sum of weight spaces

V0 =
⊕

µ∈X(T)

(V0)µ.

We have

Vµ = (V0)µ ⊗oL L.
For each weight space (V0)µ, select an oL-basis Bµ. Let B =

⋃
µ Bµ. Then (a) is satisfied, and (b)

and (c) follow from the expression

xα(a)(m⊗ 1) =
∑
n>0

(Xα,nm)⊗ an. (1)

from [Jan03], Part II, 1.19, eq. (6).

4. A convenient model for G/P

Let λ1, . . . , λr be a basis for X(T) consisting of dominant elements. For each i, let Vi = V (λi)
be the unique irreducible representation of G with highest weight λi, fix a basis Bi of weight
vectors whose oL span is preserved by G0, and let vi be the highest weight vector in this basis.
Then let V :=

⊕r
i=1 Vi. It is equipped with the obvious action of G. Let B = B1 ∪ · · · ∪ Br. Let

x0 := (vi)
r
i=1 ∈ V.

Lemma 4. For every n ∈ N there exists k > n satisfying: if u ∈ Uα(L), α is negative, and
u.x0 − x0 is in the pkL-span of B, then u ∈ Uα(pnL).

Proof. For each positive root α, we select λα ∈ {λ1, . . . , λr} such that

mα = 〈λα, α〉 6= 0.

Define m = max{mα | α ∈ Φ+}. Let V α = V (λα). We denote the corresponding highest weight
vector by vα.

We have sα(λα) = λα −mαα, so sα(V α
λα

) = V α
λα−mαα. It follows

dimV α
λα−mαα = dimV α

λα = 1.

Let Bαλα−mαα = {vλα−mαα} be the selected oL-basis of (V α
0 )λα−mαα. Since X−α,mαvα 6= 0 and

X−α,mαvα ∈ (V α
0 )λα−mαα, we have

X−α,mαvα = aαvλα−mαα, aα ∈ oL.

Define

c = max{ordL(aα) | α ∈ Φ+}.
Given n ∈ N, let k = mn + c. Assume u ∈ U−α(L), α ∈ Φ+, and u.x0 − x0 is in the pkL-span
of B. Write u = x−α(a), a ∈ L. Since u.vα − vα is in the pkL-span of B, the same holds for its
(V α

0 )λα−mαα-component

amαX−α,mαvα = amαaαvλα−mαα.

It follows amαaα ∈ pkL. Then

ordL(amα) > k − ordL(aα) > mn,

so ordL(a) > mn/mα > n. This proves u ∈ U−α(pnL).
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Definition 5. Given n ∈ N, we define k(n) to be the least integer > n satisfying the condition
of Lemma 4

We identify X(P) with X(T) via the projection P → T. We use exponential notation for
rational characters. Then p · x0 = (pλi · vi)ri=1. Let

X = Gx0 ⊂ V and X0 = G0x0.

We have the obvious action of G on X. We also have an obvious action of GLr1 on V by
scaling in each factor. As GLr1 is abelian, this can be viewed as a left or right action and it is
convenient to view it as a right action. Explicitly,

(x1, . . . , xr) · (a1, . . . , ar) = (a1x1, . . . , arxr), xi ∈ Vi, ai ∈ GL1, i = 1, . . . , r.

We have a homomorphism P→ GLr1 given by p 7→ (pλi)ri=1. Hence we may pull our right action
of GLr1 back to a right action of P.

Write [Vi] for (Vir {0})/GL1 and [V ] for ⊕ri=1[Vi]. For x ∈ Vi (resp. V ) write x for the image
in [Vi] (resp. [V ]). If λ ∈ X(T), is dominant, let Pλ be the standard parabolic subgroup such
that a simple root α of G is a simple root of the Levi factor if 〈λ, α∨〉 = 0 and a root of the
unipotent radical if and 〈λ, α∨〉 > 0.

Proposition 6. We have

(i) The stabilizer of [vi] ∈ [Vi] is Pλi .

(ii) The stabilizer of [x0] ∈ [V ] is P.

(iii) The stabilizer of vi ∈ Vi is the kernel of a rational character λ̃i whose restriction to Pλi is
λi.

(iv) The stabilizer of x0 ∈ V is U.

Proof. It’s clear from the definitions that P stabilizes [vi] for all i and hence also [x0]. By
Corollary 21.3.B from [Hum75], the stabilizer of [vi] is a standard parabolic subgroup for each
i. It then follows from theorem 3, part (2) that the stabilizer of [vi] is Pλi for each i. Since Pλi

stabilizes [vi], it must act on vi by a rational character. We denote this rational character λ̃i and
it is evident that the restriction to T is λi.

The stabilizer of [x0] is
⋂r
i=1 Pλi which contains P. On the other hand, since λ1, . . . , λr span

X(T), it follows that for any 0 6= ϕ ∈ X∨(T), there exists i with 〈ϕ, λr〉 6= 0. Applying this
to the coroots, we deduce that

⋂r
i=1 Pλi does not contain Uα for any negative root α. Thus⋂r

i=1 Pλi = P. Similarly, if t ∈ T stabilizes x0, then it is in the kernel of λi for all i, and hence
is trivial.

4.1 Coset representatives for G/P

We know that G0P = G. Write l for oL/pL and H̄ for H(l) (identified with the image of H0 in
G(l)) for any algebraic subgroup of G. Write B for the preimage of P̄ in G0. So B = G1P0. Also,
for each w ∈W, let Uw = U ∩ wU−w−1. We have

Ḡ =
∐
w

ŪwwP̄ .

Pulling back, we have

G0 =
∐
w

(U0 ∩ wU−w−1)wG1P0 =
∐
w

Uw,0wU
−
1 P0 =

∐
w

wU−
w, 1

2

P0,
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where U−
w, 1

2

= w−1Uw,0wU
−
1 . Note that U−

w, 1
2

is a subgroup of U−w,0. Indeed w−1Uww = U− ∩
w−1Uw is a subgroup of U−, and U−

w, 1
2

is the preimage of w−1Ūww in U−0 . It may be understood

explicitly as follows. Fix an order on the negative roots. Then multiplication gives a bijection∏
α<0 Uα → U−. (This is, not, in general a group homomorphism.) Then U−

w, 1
2

corresponds to∏
α<0,wα>0 Uα,0 ×

∏
α<0,wα<0 Uα,1.

This can also be written as∐
w

(U−1 ∩ wU
−w−1)(U0 ∩ wU−w−1)wP0.

Thus, if we fix a representative ẇ in NG(T ) for each w ∈ W, then
∐
w ẇU

−
w, 1

2

or
∐
w(U−1 ∩

wU−w−1)(U0 ∩ wU−w−1)ẇ maps injectively into X and onto [X].

Let

X1
0 =

∐
w

ẇU−
w, 1

2

x0.

Since
∐
w ẇU

−
w, 1

2

is a set of coset representatives for G/P, and since P acts on x0 through the

map to GLr1, it follows that

∀x ∈ X∃x1
0 ∈ X1

0 , a ∈ GLr1 such that x = x1
0 · a.

Since the stabilizer of x0 is U, one can say that x1
0 and a are unique. Since the map T → GLr1 is

a bijection, we can also say

∀x ∈ X∃!x1
0 ∈ X1

0 , t ∈ T such that x = x1
0 · t.

The next lemma permits us to compute x1
0 and t explicitly, given x. Moreover, the set X1

0 is
given as a disjoint union of components indexed by the elements of w, and the next lemma also
provides a means of determining which component x1

0 is in.

Lemma 7. Let x = (x1, . . . , xr) be an element of X1
0 . For 1 6 i 6 r let Bi = (bi,1, . . . , bi,dimVi)

be a basis for Vi as in part(3) of theorem 3. By hypothesis, then, t acts on bi,j by some weight
λi,j ∈ X(T). Write

xi =

dimVi∑
j=1

cijbi,j .

Then

(i) cij ∈ oL∀i, j.
(ii) For each i, there exists j with ci,j ∈ o×L .
(iii) For each i, {λ : ∃j with λi,j = λ and ci,j ∈ o×L} has a unique minimal element. It is w · λi

where x ∈ ẇU−
w, 1

2

· x0.

Proof. We know that x = ẇu.x0 for some unique w in the Weyl group and u ∈ U−
w, 1

2

. Part (1)

follows from the fact that both u and ẇ are in G0 and the fact that the oL-span of B is G0-stable.

To prove parts (2) and (3), we use the fact that ẇU−
w, 1

2

= (U−1 ∩wU−w−1)(U+
0 ∩wU−w−1)ẇ,

to write x = u1u0ẇ.x0, where u0 ∈ U+
0 ∩ wU−w−1 and u1 ∈ U−1 ∩ wU−w−1.

Let v′i = ẇvi. Then t acts on v′i by the w · $i. The space of highest weight vectors is one
dimensional, so the space of weight vectors in Vi attached to the weight w ·λi is one-dimensional
as well. Thus, there exists j0 such that v′i = cbi,j0 . Further, c is a unit, because ˙(w−1)ẇ ∈ T0.
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Next, write u0 · v′i =
∑dimVi

j=0 di,jbi,j , where di,j ∈ oL. Then it follows from Theorem 1, part
3(b) that di,j = 0 unless λi,j − w · λi is zero or a sum of positive roots, and di,j0 = c.

It then follows from Theorem 1, part 3(c) that ci,j ≡ di,j for all i, j. In particular, ci,j0 is a
unit, and if j 6= j0 and ci,j is a unit, then di,j is a unit so that λi,j − w · λi is a sum of positive
roots.

5. Key Technical Result

Lemma 8. Fix a positive integer n. Take x ∈ X1
0 and t ∈ T. Assume that ordL(tα) > k(n) for

each simple root α. Let t′ ∈ T and x′ ∈ X1
0 be the unique elements satisfying t · x = x′ · t′. Then

ordL((t′)λi) 6 ordL(tλi), (1 6 i 6 r)

and equality holds in all places if and only if x ∈ U−n x0.

Proof. Set t · x =: y =: (y1, . . . , yr) with

yi =

dimVi∑
j=1

yi,jbi,j =

dimVi∑
j=1

tλi,jxi,jbi,j

Then

ordL((t′)λi) = min
j
ordL(yi,j) = min

j
(ordL(tλi,jxi,j)).

Now, if λ is a weight of T in Vi, then λi − λ is a sum of positive roots. Let us assume that the
numbering is such that bi,1 is the highest weight vector. Then ordL(tλi−λi,j ) > k(n) for all j > 1
and all i.

Now, we know that for each i there exists j0 such that xij0 ∈ o×L . Hence

min
16j6dimVi

ordL(yi,j) 6 ordL(tλi,j0 ) 6 ordL(tλi)

with equality if and only if ordL(xi,j) > ordL(tλi−λi,j ) > k(n) for all j > 1. If this is the case,
then x = ux0 for some u ∈ U−

e, 1
2

= U−1 . (Here e is the identity in the Weyl group.) In fact, u ∈ U−n
by the definition of k(n)

Corollary 9. Fix a positive integer n. Take g ∈
∐
w wU

−
w, 1

2

and t ∈ T. Assume that ordL(tα) >

k(n) for each simple root α. Let t′ ∈ T and g′ ∈
∐
w wU

−
w, 1

2

be the unique elements satisfying

t · g ∈ g′ · t′U. Then

ordL((t′)λi) 6 ordL(tλi), (1 6 i 6 r)

and equality holds in all places if and only if g ∈ U−n .

Proof. Apply the previous to x = g.x0. Then g′ is the unique element of
∐
w wU

−
w, 1

2

such that

x′ = g′.x0.

Corollary 10. Fix a positive integer n. Take g ∈ G0 and t ∈ T. Assume that ordL(tα) > k(n)
for each simple root α. If tg ∈ G0t

′U, then

ordL((t′)λi) 6 ordL(tλi), (1 6 i 6 r)

and equality holds in all places if and only if g ∈ U−n P0.
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Proof. Write g = g1p0 with p0 ∈ P0 and g1 ∈
∐
w wU

−
w, 1

2

. Use the previous corollary to write

tg1 = g′t′′u where g′ ∈
∐
w wU

−
w, 1

2

, t′′ ∈ T, and u ∈ U, and get tg = g′t′′up0. If tg = g0t
′U, then

g−1
0 g′ ∈ t′Up−1

0 u−1t′′−1. It follows that t′t′′−1 ∈ T (oL).

6. Induced representations and their duals

With the required technical result in hand, we are ready to proceed to the main theorem, which
applies these technical results to the problem of reducibility of principal series representations of
p-adic groups over p-adic fields. Recall that we have fixed a finite extension K of L.

6.1 Principal series representations

Let χ : T → K× be a continuous homomorphism, and let χ0 denote the restriction of χ to T0.
Also, let

I = IndGP (χ−1) = {f ∈ C(G,K) | f(gp) = χ(p)f(g) ∀p ∈ P, g ∈ G},
be the corresponding principal series representation. Restriction gives an isomorphism

I ∼= IndG0
P0

(χ−1
0 ).

6.2 Completed group algebras

If H̄ is a finite group, we have the usual group algebra oK [H̄], and the augmentation homomor-
phism aug : oK [H̄]→ oK given by

aug
∑
h̄∈H̄

ah̄h̄ :=
∑
h̄∈H̄

ah̄.

If H is a compact p-adic Lie group (such as Gi, where i > 0) we have the projective limit
oK [[H]] := proj limH′ oK [H/H ′] taken over compact open normal subgroups H ′ of H. The aug-
mentation homomorphism extends canonically to oK [[H]]. If H = Gi for some i, the projective
limit may be taken over the groups Gj , j > i.

The ring oK [H/H ′] is canonically identified with the space of oK-linear maps C(H/H ′, oK) ∼=
C(H, oK)H

′ → oK . This induces canonical isomorphisms of oK [[H]] with the space of oK-linear
maps C(H, oK)→ oK , and of K[[H]] := K ⊗oK oK [[H]] with the space of all distributions on H
(i.e., K-linear maps C(H,K) → K). A distribution ν ∈ K[[H]] may be written as ν0 ⊗ 1 with
ν0 ∈ oK [[H]] if and only if it maps C(H, oK) into oK .

Lemma 11.

1 +$KoK [[G0]] ⊂ oK [[G0]]×

Proof. Indeed, if µ ∈ oK [[G0]], then
∞∑
j=0

$j
Kµ

j

converges to an element of oK [[G0]] and that multiplying by (1−$Kµ) gives 1.

6.3 The dual of a principal series representation

The dual of IndG0
P0

(χ−1
0 ) is K[[G0]]⊗K[[P0]]K

(χ0). Here K[[H0]] = K⊗oK oK [[H0]], where oK [[H0]]
is the projective limit of the group rings oK [H0/H

′] as H ′ varies over compact open subgroups
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of H0. To define the projective limit, it suffices to let H ′ vary over the subgroups Hn, n > 0.
The isomorphism I ∼= IndG0

P0
(χ−1

0 ). induces a G-module structure on K[[G0]]⊗K[[P0]]K
(χ0) which

depends on χ. We denote this G-module M (χ).

Lemma 12. (i) The image of oK [[G0]] in M (χ0) is the set of elements which map oK-valued
elements of IndG0

P0
χ−1

0 into oK .

(ii) Likewise, for each integer r, the image of $r
K · oK [[G0]] is the set of elements which map

oK-valued elements of IndG0
P0
χ−1

0 into prK .

Proof. The second part follows easily from the first. It follows easily from the definitions that
µ ∈ oK [[G0]] maps oK-valued continuous functions into oK . Now take ν ∈ K[[G0]] which maps
IndG0

P0
χ−1

0 into oK . We construct µ ∈ oK [[G0]] such that µ and ν have the same image in the

quotient M (χ). Recall that

G0 =
∐
w

wU−
w, 1

2

P0.

Hence C(G0, oK) = ⊕wC(wU−
w, 1

2

P0, oK).We write the corresponding decomposition for IndG0
P0

(χ−1
0 ).

The component corresponding to w ∈ W is the elements of the induced space supported on the
compact open set wU−

w, 1
2

P0. A vector space isomorphism to C(U−
w, 1

2

, oK) is given by h 7→ fh,

where

fh(g) =

h(u)χ0(p), g = wup, u ∈ U−
w, 1

2

, p ∈ P0

0, g /∈ wU−
w, 1

2

P0.

Suppose now that we have ν ∈ M (χ) which maps IndG0
P0

(χ−1
0 ) ∩ C(G0, oK) into oK . Write

ν = ⊕wνw with νw supported on wU−
w, 1

2

P0. Each νw determines a distribution on C(U−
w, 1

2

,K),

mapping oK-valued functions into oK . In other words, an element of ηw ∈ oK [[U−
w, 1

2

]]. This

permits us to construct ηw,n ∈ oK [U−
w, 1

2

/U−n ]. If

ηw,n =
∑

ū∈U−
w, 12

/U−n

cw,n,ūū,

then define

µn =
∑
w

∑
ū∈U−

w, 12

/U−n

cw,n,ūwū.

Let µ = (µn)∞n=0. Then µ ∈ oK [[G0]] and its image in M (χ) is ν.

7. Main Theorem

We begin with an important result from [Sch11].

Proposition 13. Assume n > 1.

(i) oK [[Gn]] is a local ring with residue field oK/pK .

(ii) The maximal ideal in oK [[Gn]] is

{µ ∈ oK [[Gn]] : aug(µ) ∈ pK}.

9
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Next we need to define an important invariant.

Definition 14. Let η : L× → K× be a character (continuous homomorphism). As η must map
o×L into o×K , it induces a map L×/o×L → K×/o×K . That is, for a ∈ L×, ordK(η(a)) depends only
on ordL(a). Let e(η) denote the integer such that ordK ◦ η = e(η) · ordL.

Proposition 15. Fix a positive integer n. Take t ∈ T. Assume that ordL(tα) > k(n) for each
simple root α. Take χ1, . . . , χr : L× → K× and assume that e(χi) < 0 for 1 6 i 6 r. Define
χ : T → K× by χ(t) =

∏r
i=1 χi(t

λi) where λ1, . . . λr are dominant and form a basis for X(T).
Take f ∈ IndGPχ−1 which maps G0 into oK . Write Lι for left-inverse translation. Then Lι(t−1).f
maps G0 rGnP0 into χ(t)pK .

Proof. Take g ∈ G0 r GnP0 [Lι(t−1).f ](g) = f(tg). Write tg = g′t′u where g′ ∈ G0, t
′ ∈ T,

and u ∈ U. Then f(tg) = f(g′)χ(t′). As f(g′) ∈ oK we just need to show that χ(t′) ∈ χ(t)pK .
Equivalently, we need to show that ordK(χ(t′t−1)) > 0. But

ordK(χ(t′t−1)) =
r∑
i=1

e(χi)
(
ordL((t′)λi)− ordL((t)λi)

)
.

Corollary 10 shows that each of the integers ordL((t′)λi)− ordL((t)λi) is nonpositive and at least
one is nonzero. Hence if e(χi) is strictly negative for each i, it follows that the sum will be strictly
positive.

Corollary 16. Fix a positive integer n. Take t ∈ T such that ordL(tα) > k(n) for each simple
root α, and χ1, . . . , χr : L× → K×, such that e(χi) < 0 for 1 6 i 6 r. Define χ : T → K×

by χ(t) =
∏r
i=1 χi(t

λi) where λ1, . . . λr are dominant and form a basis for X(T). Let ν ∈ M (χ)

lie in the image of oK [[G0]] < K[[G0]] and vanish on GnP. Then t · ν lies in the image of
χ(t)$K · oK [[G0]].

Proof. Take f ∈ IndGPχ−1 which maps G0 into oK . Then

〈t.ν, f〉 = 〈ν, Lι(t−1).f〉 = 〈ν, π2(Lι(t−1).f)〉,

where π2 is projection onto the second factor in the decomposition C(G,K) = C(GnP,K) ⊕
C(GrGnP,K). By the previous proposition π2(Lι(t−1).f maps G0 into χ(t)pK . It then follows
that t.ν maps f into χ(t)pK .

Theorem 17. Define χ : T → K× by χ(t) =
∏r
i=1 χi(t

λi) where λ1, . . . λr are dominant and
form a basis for X(T). Assume that e(χi) < 0 for 1 6 i 6 r. Then M (χ) is a simple module over
the ring K[G]⊗K[G0] K[[G0]].

Proof. Choose a nontrivial element of M (χ), and construct a representative η =
∑

w∈W wηw
for it as in the proof of Lemma 11. Here ηw ∈ K[[U−

w, 1
2

]] for each w ∈ W. By scaling, we may

assume that ηw = (ηw,n)∞n=0 ∈ oK [[U−
w, 1

2

]] for each w, and that there exists n > 1, w0 ∈ W and

ū0 ∈ U−w, 1
2

/U−n such that the coefficient of ū0 in ηw,n is a unit. Choose u0 ∈ U−w, 1
2

which projects

to ū0, and let µ = u−1
0 w−1

0 η.

Now, observe that the partition of G0 as Gn ∪ (G0 rGn) gives rise to direct sum decomposi-
tions of C(G0,K), oK [[G0]] and K[[G0]]. Moreover {λ ∈ K[[G0]] : supp(λ) ⊂ Gn} is canonically
identified with K[[Gn]]. Consider the projection of µ onto oK [[Gn]]. Its image under the augmen-
tation map is precisely the coefficient of the identity coset in µn, i.e., the coefficient of w0ū0 in

10
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ηn. By hypothesis, this is a unit. It follows that the projection of µ onto oK [[Gn]] is an invertible
element of oK [[Gn]]. Multiplying by its inverse, we obtain an element of the form 1 + ν where
the support of ν is disjoint from Gn.

Lemma 18. The support of ν is, in fact, disjoint from GnP0.

Proof of Lemma. It suffices to prove that supp(µ) ∩ GnP0 is contained in Gn. As supp(µ) ⊂
u−1

0 w−1
0

∐
w∈W wU−

w, 1
2

, it suffices to show that u−1
0 w−1

0 wU−
w, 1

2

∩GnP0 is trivial when w 6= w0 and

contained in Gn when w = w0.

Consider the projection from G0 to Ḡ (the points of Ḡ over the finite field l = oL/pL). The sets
wU−

w, 1
2

for w ∈W all project to distinct Bruhat cells. Hence w0u0G1P0∩wU−w, 1
2

6= ∅ =⇒ w = w0.

But w = w0 =⇒ u−1
0 w−1

0 wU−
w, 1

2

⊂ U−0 , and the only element of G0/Gn which is in the image of

both P0 and U−0 is the identity.

Now choose t so that ordL(tα) > k(n) for each simple root α. Then it follows directly from
the definitions that the images of t · 1 and χ(t) · 1, in M (χ) are the same. Futher, by corollary
16, the image of t · ν in M (χ) is contained in the image of χ(t) · $K · oK [[G0]]. It follows that,
the submodule of M (χ) generated by [µ] contains [1 + χ(t)−1t · ν]. But lemma 11 implies that
1 + χ(t)−1t · ν is a unit. Hence the submodule generated by [µ] is all of M (χ).

Theorem 19. Define χ : T → K× by χ(t) =
∏r
i=1 χi(t

λi) where λ1, . . . λr are dominant and
form a basis for X(T). Assume that e(χi) < 0 for 1 6 i 6 r. Then IndGP χ

−1 is topologically
irreducible (that is, it has no proper nontrivial closed invariant subspaces).

Proof. Follows from the duality between IndGP χ
−1 and M (χ).
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groupes réductifs, Séminaire de Géométrie Algébrique du Bois Marie 1962/64 (SGA 3), Lecture Notes
in Mathematics, Vol. 153, Springer-Verlag, Berlin-New York, 1970.

Hum75 J. Humphreys, Linear Algebraic Groups, Graduate Texts in Mathematics, No. 21, Springer-
Verlag, New York-Heidelberg, 1975.

Jan03 J. C. Jantzen, Representations of Algebraic Groups, Second Edition, Mathematical Surveys and
Monographs, Vol. 107, American Mathematical Society, Providence, 2003.

Laz65 M. Lazard, Groupes analytiques p-adiques, Publ. Math. IHES 26, 389-603 (1965).

Sch11 P. Schneider, p-Adic Lie Groups, Grundlehren der Mathematischen Wissenschaften, 344, Springer,
Heidelberg, 2011.

Sch06 P. Schneider, Continuous representation theory of p-adic Lie groups, International Congress of
Mathematicians, Vol. II, 1261-1282, Eur. Math. Soc., Zürich, 2006.
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